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Abstract. The paper offers a short review of some recent advances to the research of digital information and Earth Observation data from satellites. Big Data from Space is an emerging domain given the recent sharp increase in all three main dimensions of Big data: Volume, Velocity, and Variety. Fortunately, this increase is paralleled by tremendous amount of new developments related to big data in other fields and enabled by technological breakthroughs and new challenges in hardware and software developments, multi-temporal data analysis, data management and information extraction technologies. We also consider the creation of e-Infrastructure for scientific data and present Aparsen (Alliance Permanent Access to the Records of Science in Europe Network) and SCIDIP-ES (Science  Data Infrastructure for Preservation – Earth Science) projects. A key issue here is how provide access to digital objects and data within a repository.
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Аннотация. В связи с лавинообразным ростом объема цифровых научных данных обсуждается формирование Data-Intensive Science применительно к проблеме Больших данных. Рассматривается развитие цифровых архивов дистанционного зондирования Земли из космоса. Представлена e- Инфраструктура научных ресурсов, разработанная в проектах Aparsen (Alliance Permanent Access to the Records of Science in Europe Network) и SCIDIP-ES (Science  Data Infrastructure for Preservation – Earth Science). В качестве базового алгоритма развития инфраструктуры научных  данных обсуждается создание Центров компетенции, поддерживающих доступ к цифровым объектам и данным цифровых репозитариев.  
Ключевые слова: Большие данные, Data-Intensive Science , дистанционное зондирование Земли из космоса, архивы спутниковых данных, цифровая инфраструктура.
1. BIG DATA SCIENCE
Let's start by asking what does Big Data mean. Lots of data? More data than you can handle? Amorphous data? Out of control data? Useful data for analysis?  Information overload?

If you read enough about Big Data, it is all of the above and more. The key is not the data, but the challenge of how to handle the data and what to do with the data itself. In other words, how can we make this huge pile of data, that we have managed to accumulate, be useful in new and profitable ways? The data pools can come from anywhere via various computing mechanisms.

Science has entered the modern stage: development of e-Science where IT meets scientists [1]. Researchers are using many different methods to collect or generate data—from sensors to supercomputers and particle colliders. When the data finally shows up in your computer, what do you do with all this information that is now in your digital shoebox? People are continually seeking me out and saying, “Help! I’ve got all this data. What am I supposed to do with it? My Excel spreadsheets are getting out of hand!” So what comes next? What happens when you have 10,000 Excel spreadsheets, each with 50 workbooks in them? Okay, so I have been systematically naming them, but now what do I do?
The main products of the contemporary industry are information and knowledge. We create data, transmit it, store it, and receive data. Science is both producer and consumer of the data. The main informational Science has entered the modern stage: development of e-Science. So we are entering a new era of science - we must to adapt. Data turning into key enabler of scientific discovery. The main informational challenge is how to gather and store data and how to exchange knowledge. Apart from the data amount issue, the diversity of the information and requirements to data accessibility have increased, too. Generalizing these requirements, Gartner proposed a threefold definition encompassing the –“three Vs” (Fig. 1): Volume (remarks upon the increasing size of data) - Velocity (the increasing rate at which it is produced) - Variety (the increasing range of formats and representations employed) [2,3]. 
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Fig. 1. The "three Vs" of Big Data
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Fig. 2. The Fourth Paradigm -The  Four " Vs" of Big Data [3]
So Big Data consist of:  

• Volume – size of the data is increasing fast  

• Value – amount of value that can be derived from the data (through innovative analysis techniques, through combined use of diverse EO data and long term data series analysis (old data gaining value from new ones)  

• Variety – diversity and complexity of the data (format, type and storage medium)
• Velocity – data is arriving at a faster rate and technology is always advancing  
At this point in time main challenge is not only the volume of data, but its diversity (in term of data product content, format and type). Older EO data is recorded on various media, in different formats.
• A huge task represents the recovery, reformatting, reprocessing of such data, as well as the transcription of various associated information which is necessary to understand and use the data. 
• Challenges include capture, curation, storage, search, sharing, transfer, analysis, and visualization.
 • A large proportion of users are not domain experts anymore  - data discovery tools, documentation and support are needed.

Big Data Current Challenges [4]
· At this point in time main challenge is not only the volume of data, but its diversity (in term of data product content, format and type). Older EO data is recorded on various media, in different formats.

· A huge task represents the recovery, reformatting, reprocessing of such data, as well as the transcription of various associated information which is necessary to understand and use the data.

· Challenges include capture, curation, storage, search, sharing, transfer, analysis, and visualization. 

· A large proportion of users are not domain experts anymore - data discovery tools, documentation and support are needed
Big  Data Solution
· Digital storytelling to open up to a larger audience and ease the understanding of users which may not be domain experts. 

· Improved algorithms to lower processing time. 

· Cloud services to support the “Big data” and ease accessibility 

· EO Platforms where data can be easily accessed, shared and manipulated (e.g. Google Earth Engine). 

· Cloud services and platforms could increase revisiting rate and enhancement of EO data archives.
Big Data Future Challenges

· Are we prepared to satisfy increasing user communities requirements (from policy maker to scientist?)
· Are we prepared to accommodate and process "Big data" EO data?
· Are we ready to share knowledge and tools on collaborative platforms?
· What are the security issues with regards to cloud services? Can we trust the cloud?
· How can we protect sensitive data? One idea could be to break “Big data” into pieces. While this could make it more secure, how will it affect the data processing and analysis times?  
The Big Data addressed indirectly Long Term Data Preservation and Value issues - LTDP [5]. Very large data sets data handling, their curation, valorization, retrieval, manipulation and finally visualization.

· All issues will bring a contribution to the solution of problems always arising when dealing with such large data sets such as those considered when carrying out LTDP activities [5].
· One of the most relevant points was a new way of carrying out scientific research. Increasingly, scientific breakthroughs will be powered by advanced computing capabilities that help researchers manipulate and explore massive datasets.
· After experimental, theoretical, and computational science, a “Fourth Paradigm’, emerging in scientific research, refers to the data management techniques and the computational system needed to manipulate, visualize, and manage those large amounts of scientific data. 
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The Fourth Paradigm

1) Empirical Science

- ~1.000 years ago

- Description of observed phenomena

2) Theoretical Science

- ~100 years ago

- Model buidling, Generalization

3) Computational Science

- ~10 years ago

- Simulation of complex Phenomena

(

adopted from Jim Gray, eScience Talk at NRC-CSTB meeting

Mountain View CA, January 11, 2007, slide 4)
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Fig. 3. Research Paradigm
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Fig. 4. The Fourth Paradigm.
Whereas the great astronomer Tychy Brahe (1546–1601) was happy with size of data of about 500Kb, Google now processes 24PB per day; the volume of social networks data is over PB threshold.

 Fourth Research Paradigm today is Data-Intensive Science. 
After experimental, theoretical, and computational science, a “Fourth Paradigm’’, emerging in scientific research, refers to the data management techniques and the computational system needed to manipulate, visualize, and manage those large amounts of scientific data.
What does the Fourth Research Paradigm mean?
For the first time, large-scale and complex "whole body" solutions become possible for some of society’s Grand Challenges of energy and water supply, global warming and healthcare. The present situation affects various fields of knowledge operating with huge volumes of information.

Above all, these are Physics of elementary particles and High Energy Physics (Open Grid), Astronomy and Astrophysics (Virtual Observatory), Biology (Bioinformatics), and Earth Sciences (Earth Observation). 
2. EARTH OBSERVATION: SATELLITE DATA
 We consider some recent advances to the research of digital information and Earth Observation data from satellites and evolution the Earth Observation Data Archives [6]. Big Data from Space is an emerging domain given the recent sharp increase in all four main dimensions of big data: Volume, Velocity, Value, and Variety. Fortunately, this increase is paralleled by tremendous amount of new developments related to big data in other fields and enabled by technological breakthroughs and new challenges in hardware and software developments, multi-temporal data analysis, data management and information extraction technologies. In addition, the recent multiplication of open access initiatives to big data from space is giving momentum to the field by widening substantially the spectrum of users as well as awareness among the public while offering new opportunities for scientists and value-added companies. This is especially true for Earth Observation data with the public release of the complete archive of Landsat data by the United States Geological Survey. At an even larger scale, the ambitious and unique European Union Copernicus program whose Sentinel missions operated by the European Space Agency will deliver free and open access to global data in the microwave and optical/infrared ranges. 
The focus for Earth Observation data is on the whole data life cycle, ranging from data acquisition by space borne and ground-based sensors to data management, analysis and exploitation in the domains of Earth Observation Remote Sensing from satellites allow a global perspective on observation of the Earth to be developed. 
Consider evolution the Earth Observation (EO) Data Archives. 
After a long, slow rise since 1986, the volume of Earth-Observation data from the European Space Agency's satellites passed three PB (Petabytes) in 2007 and is in constant increase. 
New datasets, coming from the future Earth Explorer GMES missions will contribute to increase the volume in the years to come [7]. Prediction of GSCB (Ground Segment Coordination Body) is that this volume will exceed 20 PByte for 2020.

[image: image5.emf]
Fig. 5. Evolution of ESA's Earth Observation (EO) Data Archives [1].
Example 1. Russian Satellite Data Centre: consider the Pacific Centre for Regional Satellite Monitoring at Vladivostok. The Pacific Centre provides the studies on physics of the ocean and atmosphere and concludes reception, processing and archiving data from satellites AQUA, TERRA, MTSAT-1R, FY-1D and NOAA. The total volume of EO data archives of Pacific Russian Centre in 2011 exceeds 10TB.
 Example 2. German Aerospace Center (DLR) created the National Satellite Data Archive. The Earth Observation Center (EOC) at DLR is the Center of competence in Germany, providing expertise in Earth Observation research and development activities, as well as operational tasks for data reception, processing and archiving. The powerful and centralized archive at the DLR Earth Observation Center has proven its stability and flexibility to allow Long Term Data Preservation over more than 20 years with nearly exponentially growing data capacity. In 2012 input/output data rates have grown to be beyond 100 MB/s, but the disk drives and networks have also grown. Archiving capacity of National Satellite Data Archive (Remote Sensing Data Center of the Federal Republic of Germany) is 2,2 PB [8].
The ESA Earth Observation Ground Segment Department operates the so called Earth Observation Research and Service Support (RSS). RSS primary mission is to support the EO data user’s community, to ease the development of applications adding value to raw data. The RSS environment also serves the ESA ground segment harmonization activities, collecting and classifying ground segment technology development needs. With the launch of the Sentinel-1, the RSS data farm will increase the flow rate of data by a magnitude of 100, to 1 TB of data by day. What are the risks? Where will this lead? Growing satellite data USA. The volumes of NASA and NOAA archives have grown from 1 PB in 2000 to 10 PB in 2011 annually. Total volume of NOAA Archives will exceed 100 PB [9].
3. COLLABORATIVE DATA INFRASTRUCTURE

Infrastructure projects aimed to create a sustainable data infrastructure fit to support world-class research and innovation [11]. Acknowledge that data infrastructure and services are essential research assets fundamental to today’s science and worthy of long-term investments. Make specific budget allocations for the establishment and maintenance of research data sets and services and associated software and visualization tools. 
3.1. Alliance Permanent Access to the Records of Science in Europe network 

Consider the creation of e-Infrastructure for scientific data. Here comes the APAESEN: 4 year FP7 Project to develop a sustainable Network of Excellence for long term preservation of digital data [13]. The Alliance Permanent Access to the Records of Science in Europe Network is a EU funded activity to ensure the long-term preservation of science data. Remote Sensing data is included within its remit. 
A key component of APARSEN is the use of the Open Archival Information Systems (OAIS) Reference Model (ISO 14721). This was developed by CCSDS [11] and has been adopted by ISO. It provides the concepts, terminology and definitions required to preserve digitally encoded data in the long term. It does not aim to provide a design for an archive system.
It presents the concepts that all archive systems should consider. 
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The OAIS Reference Model 

•

is concerned with the Long Term preservation of 

information

•

provides vital concepts that are necessary to preserve 

digitally encoded information

•

provides testable mandatory responsibilities 

•

provides useful vocabulary and check-lists

•

is widely used in the design and description of 

archives and libraries. 

•

forms the basis of a number of follow-on standards 

which are being developed.

Long Term Preservation:  

The act of maintaining information, Independently Understandable by a 

Designated Community, and with evidence supporting its Authenticity, over the 

Long Term.

“Open Archival Information System (OAIS), now adopted as the “de 

facto” standard for building digital archives" NSF: Cyberinfrastructure

Vision for 21st Century Discovery

Available free from http://www.ccsds.org, for more information see 

http://www.alliancepermanentaccess.org/membership/member-resources/oais

Information 

Object

Representation

Information

Bit

Digital

Object

Physical

Object

Data

Object

Interpreted using

Interpreted using

1

1

..*

1

*

Archival 

Information 

Package

Preservation 

Description

Information

Content 

Information

further described by

Package 

Description

Packaging 

Information

derived

from

described

by

delimited

by

identifies

Data

Object

Representation

Information

Physical 

Object

Digital 

Object

Structure 

Information

Semantic 

Information

Reference 

Information

Provenance 

Information

Context 

Information

Fixity 

Information

Other 

Representation 

Information

Interpreted 

using

Bit

adds 

meaning 

to

Access 

Rights 

Information

Interpreted 

using

1

*

1

1...*

Preservation 

Description

Information

Fixity

Information

Provenance

Information

Reference

Information

Context

Information

Access Rights

Information

OAIS Information Model 

– key concepts  needed for conformance

The information that maps a Data Object into 

more meaningful concepts.

Examples include software, ontologies, formal 

data descriptions, human readable 

documentation, web pages ...

Representation Information is itself 

Information and hence there is a network –a 

kind of recursion. This recursion  stops 

when it matches the Designated 

Community’s Knowledge Base

AIP: a set of information 

that has, in principle, all the 

qualities needed for 

permanent, or indefinite, 

Long Term Preservation of 

a designated Information 

Object

2002, updated 2011

Preservation Planning

Data

Management

Archival 

Storage

Access

Ingest

P

R

O

D

U

C

E

R

C

O

N

S

U

M

E

R

SIP

Descriptive 

Information

Descriptive 

Information

AIP

AIP

queries

query responses

orders

DIP

MANAGEMENT

Administration

OAIS Functional Model – useful terminology

 
Fig. 6. Open Archival Information Systems (OAIS) Reference Model (ISO 14721) 
The OAIS Reference Model [12]
·  is concerned with the Long Term preservation of information  [5]

·  provides vital concepts that are necessary to preserve digitally encoded information 

·  provides testable mandatory responsibilities 
·  provides useful vocabulary and check-lists 

·  is widely used in the design and description of archives and libraries. 
·  forms the basis of a number of follow-on standards which are being developed 
     The unique feature of APARSEN is that it is building on the already established Alliance for Permanent Access (APA), a membership organisation of major European stakeholders in digital data and digital preservation. These stakeholders have come together to create a shared vision and framework for a sustainable digital information infrastructure providing permanent access to digitally encoded information. To this self-sustaining grouping APARSEN will add a wide range of other experts in digital preservation including academic, and commercial researchers, as well as researchers in other cross-European organisations. The members of the consortium already undertake research in digital preservation individually but even here the effort is fragmented despite smaller groupings of these organisations working together in specific EU and national projects. APARSEN will help to combine and integrate these programmes into a shared programme of work, thereby creating the pre-eminent virtual research centre in digital preservation in Europe, if not the World. The Joint Programme of Activity will lead to: 

· The integration of the majority of the research activities in DP within a common vision and common terminology and evidence standard 

· A common agreement of the services needed for preservation, access and most importantly re-use of data holdings over the whole lifecycle; 
· Embedding of legal and economic issues, including costs, governance issues and digital rights in digital preservation 

· A discipline of data curators with appropriate qualifications recognised across Europe, and well defined support services 
3.2. SCDIP - ES project
The SCIDIP-ES (Science  Data Infrastructure for Preservation – Earth Science) [14] project was funded by the EU 7th Framework Program. The aim of the initiative is to deliver generic infrastructure services for science data preservation and to build on the experience of the ESA Earth Observation Long Term Data Preservation (LTDP) programme to favour the set-up of a European Framework for the long term preservation of Earth Science  (ES) data through the definition of common preservation policies, the harmonization of metadata and semantics and the deployment of the generic infrastructure services in ES domain. This is important because it will allow our society to properly preserve the digitally encoded information on which we all depend, in particular Earth Science measurements, which can never be repeated, and yet on which a multitude of ecological, economic, and political decisions must be based in the future. Digital data – and the associated knowledge which is needed to use it – undergo multiple threats when it comes to long term data preservation. Technologies, hardware and software, semantics and ontologies, as well as international standards or even simply file formats, continously change and evolve as time goes by.  The risk is to actually have the data preserved but to loose the possibility to exploit it properly. The SCIDIP-ES preservation infrastructure consists of a set of services which are designed to help data managers in preserving their data – and associated knowledge- against threats. They are enough generic to allow its usage in different preservation environments (e.g. scientific, cultural, art, etc.). In the SCIDIP-ES project those components will be tailored and used in the Earth Science domain.
A data preservation program has to be precisely planned in terms of guidelines, policies, internal organization and must rely on services which will allow data managers to monitor the archive and tackle the threats that could menace the data integrity and exploitation. Project consortium collects some of the most advanced Earth Science archives in Europe together with the state of the art of research on digital preservation infrastructures. During – and after – the project concortium will release preservation specific software services and guidelines for harmonization of preservation policies in the Earth Science domain. This will help current and future data managers to overcome organizational and technical problems they may face while setting up and maintaining their archives. The work on preservation policies harmonization starts from the EO LTDP context: European Space agencies are working to find common an agreed solutions to simplify and enhance dialogue and interoperability between Earth Observation archives. 
SCDIP - ES project developed service and toolkits for Earth Science Data Long Term Preservation. 

Different designated user communities are addressed through the preservation objective defined above. Earth Observation data users are today, as an example and among others, Scientists and Principal Investigators, researchers, commercial entities, value adders, and general public. These communities can be further differentiated on the basis of the respective application domain and area of interest (e.g. ocean, atmosphere) and generally have different skills, resources and knowledge. Scientists demand for Earth Science data  interoperability has risen in recent decades. Volcanologists may need to integrate satellite data into their studies on volcanoes or plate tectonics. An Earth Observation expert may need to use oceanography data to compare satellite global measurements with in situ experiments.  We use the term “designated communities” to define these groups of data users and define their needs.

· Knowing who is going to use your data and his/her background allows you define with more precision what kind of information or software he/her may need now or in the future to properly understand and use data he/her is could be not familiar with.

· SCIDIP-ES development of services and toolkits and the work we are carrying on data access and data preservation harmonization in the Earth Science domain is exactly seeking this objective: to allow present and future generation of scientists to understand and exploit data they may be not directly familiar with, in an easy and efficient way.
SCDIP-ES extended LTDP Guidelines in ES domain, according these themes:

· Preserve data set content definition and appraisal

· Archive operations and organization

· Archive security

· Data ingestion

· Archive maintenance

· Data access and interoperability

· Data Purge Prevention 
4. DATA CENTRES FOR REMOTE SENSING
It is difficult for lots of different Data Centres to provide an interface into lots of different international information systems. The problem can be simplified with the concept of a Virtual Data Centre that provides a gateway to the rest of the world. A Data Centre only has to concern itself with a single interface. The Virtual Data Centre can handle the standards and interfaces required for full international interoperability and integration. The benefits of developing a Virtual Data Centre include:

· Access to services (national and international).

· Advice on interfaces and data preservation.

· Develop common Strategic and Tactical Plans. Develop common resources (hence reduce costs).

· Provide international advocacy and standards watch.

· Joint international working parties /Task forces.

· Present best practice and encourage improvement.

· Focus for sustainable long-term support. 

It is our activity to ensure the long-term preservation of science data. Remote Sensing data is included within its remit. Its goal is to develop a sustainable organizational infrastructure for permanent access to scientific information. This includes the creation of a Virtual Data Centre to ensure the “state of the art” is maintained and expert advice is always available. We recognise that the integration Information systems into the global framework would be enhanced through the creation of a Virtual Centre of Remote Sensing Data in order to promote the use of standards and to support the long-term preservation of digital data. There are two ways this can be brought into existence. These might be characterised as a ‘Network of networks’ approach or a ‘service provider’ approach. These represent different operational models about how to achieve the strategic goal rather than a fundamental disagreement about the concept. An operational model could be imagined which offers the best of both approaches. The core strategic goal of the Virtual Centre of Remote Sensing Data should be about energising a progressive, mutually-supportive, highly-skilled and highly connected community of practice, better able to ensure enduring access to content of lasting value. In short the Virtual Data Centres should exist so we can do digital preservation better. Consequently, in our view the Virtual Centre of Remote Sensing should adopt a “Service Provider to Networks” model. This would strengthen the existing networks rather than risk further fragmentation, while retaining a convincing business proposition of services and products.

It is a crucial point to have a very open Virtual Data Centre of Remote Sensing, since it is the way to make the community as large as possible and to allow an effective dissemination of the results. A fee-based membership criterion would result in a smaller and less influential community that can, at best, hope to survive in its own silo. Network connectivity has brought a new paradigm for the circulation of knowledge: namely, knowledge must be readily available to everyone who is interested. No membership fee should be required to have access to the knowledge, but one should rather feel obliged to make a contribution in return. This is the very idea that has brought to success the open-source community. And it is at the same time an effective business model, since knowledge can be free, but related services can be paid for. So everyone who gives a substantial contribution may get a substantial reward in terms of enhanced knowledge. And the community must be open, since the larger it is the more substantial the reward will be.

5. IKI ACTUAL CONTRIBUTION
IKI team develops the infrastructure project of the following services for the spatial data sets and services through space techniques for which metadata have been created for discovery services making it possible to search for satellite data sets and spatial data services based on the content of the corresponding metadata and to display the content of the metadata. Building of SDI (Spatial Data Infrastructure) is investigated for support to access of Space Monitoring results for GMES (Global Monitoring for Environment Security).

The Russian segment of SDI is a collection of technologies, policies and institutional arrangements that facility the availability of and access to spatial data [15]. The segment of SDI provides a basis for satellite data discovery, evaluation, and application for users and the SDI hosts geographic data and attributes, sufficient documentation (metadata), a means to discover, visualize, and evaluate the data (catalogues and Web mapping), and some method to provide access to the geographic data. To make Russian segment of SDI functional, it must also include the organizational agreements needed to coordinate and administer it on a local, regional, national and or transnational scale. The increased ability to share data through common standards and networks will serve as a stimulus for growth. As much as possible Russian segment of SDI is following the methodologies for handling spatial data which are outlined in the series of standards issued by the TC211 committee of ISO (International Standards

Organization), and using specifications for services defined by OGC (Open Geospatial Consortium). Our presentation also will include both improving underlying specifications to explicitly support ISO metadata for dataset collections (19115) and service descriptions (19119) as well as the Earth Observation information products.
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Open Archival Information Systems (OAIS) Reference Model (ISO 14721)

The OAIS Reference Model 

is concerned with the Long Term preservation of information

provides vital concepts that are necessary to preserve digitally encoded information

provides testable mandatory responsibilities 

provides useful vocabulary and check-lists

is widely used in the design and description of archives and libraries. 

forms the basis of a number of follow-on standards which are being developed.

Long Term Preservation:  

The act of maintaining information, Independently Understandable by a Designated Community, and with evidence supporting its Authenticity, over the Long Term.

“Open Archival Information System (OAIS), now adopted as the “de facto” standard for building digital archives" NSF: Cyberinfrastructure Vision for 21st Century Discovery

Available free from http://www.ccsds.org , for more information see http://www.alliancepermanentaccess.org/membership/member-resources/oais 









OAIS Information Model 

– key concepts  needed for conformance

The information that maps a Data Object into more meaningful concepts.

Examples include software, ontologies, formal data descriptions, human readable documentation, web pages ...

Representation Information is itself Information and hence there is a network – a kind of recursion. This recursion  stops when it matches the Designated Community’s Knowledge Base



AIP: a set of information that has, in principle, all the qualities needed for permanent, or indefinite, Long Term Preservation of a designated Information Object

2002, updated 2011



OAIS Functional Model – useful terminology





‹#›

A key component of APARSEN is the use of the

Open Archival Information Systems (OAIS) Reference Model (ISO 14721)

This was developed by CCSDS and has been adopted by ISO.

It provides the concepts, terminology and definitions required to preserve digitally encoded data in the long term.

It does not aim to provide a design for an archive system.

It presents the concepts that all archive systems should consider.
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